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a b s t r a c t

The flow behavior of a commercial polymeric monolith was investigated by direct numerical simulations
employing the lattice-Boltzmann (LB) methodology. An explicit structural representation of the mono-
lith was obtained by serial sectioning of a portion of the monolith and imaging by scanning electron
microscopy. After image processing, the three-dimensional structure of a sample block with dimensions
of 17.8 �m × 17.8 �m × 14.1 �m was obtained, with uniform 18.5 nm voxel size. Flow was simulated on
this reconstructed block using the LB method to obtain the velocity distribution, and in turn macroscopic
flow properties such as the permeability and the average velocity. The computed axial velocity distribu-
IM disk
canning electron microscopy
attice-Boltzmann
imulation
low field
ermeability

tion exhibits a sharp peak with an exponentially decaying tail. Analysis of the local components of the
flow field suggests that flow is not evenly distributed throughout the sample geometry, as is also seen
in geometries that exhibit preferential flow paths, such as sphere pack arrays with defects. A significant
fraction of negative axial velocities are observed; the largest of these are due to flow along horizontal
pores that are also slightly oriented in the negative axial direction. Possible implications for mass transfer
are discussed.
. Introduction

In preparative chromatography of large molecules in tradi-
ional packed columns, mass transfer phenomena are usually
ate-limiting [1] due to low diffusivities of higher molecular weight
olutes [2]. One way to circumvent such diffusional limitations is to
aximize the contribution of convective transport [3–5]. This idea

as led to the development of monolithic materials for chromatog-
aphy – continuous blocks of solid with large through-pores that
nable uninterrupted bulk flow. Methods of synthesis, physical and
hemical properties and practical applications of these materials
re now well documented [6–9].

Monoliths can be classified into silica-based monoliths [10,11]
nd organic polymer-based monoliths [12,13] with respect to their
ase material, and this distinction is reflected in their significantly
ifferent morphologies. Silica monoliths are typically networks
f interconnected, rod-like structures and have a sharp bimodal
ore size distribution with large through-pores between the rods

nd smaller mesopores on the rods themselves [14,15]. In poly-
eric monoliths, on the other hand, although control of global

orosity is possible through careful formulation and synthesis
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[8,9,16,17], the resulting structures are much more heterogeneous
(Fig. 1), with pore size distributions spanning several orders of
magnitude [18–20]. In terms of applications, silica-based mono-
liths are typically preferred for separation of low molecular weight
molecules such as polypeptides and aromatic compounds, while
polymeric monoliths have generally been used for purification of
larger bioparticles such as antibodies [21], viruses [22–24] and plas-
mid DNA [25,26].

Numerous studies have evaluated the performance of mono-
liths, in particular the extent to which they fulfill the expectations of
enhanced permeability and efficiency due to their larger pore sizes
and convective transport. For both silica and polymeric monoliths,
the Darcy equation,

�P

L
= �us

�
(1)

in which the pressure drop per unit length of column �P/L is a lin-
ear function of the mobile phase superficial velocity us, captures
the experimentally observed trends between velocity and pres-
sure drop well [7,27–30]. Here � is the dynamic viscosity and �
the permeability. The absolute permeabilities of the commercial
ChromasilTM silica monoliths are on the order of 0.01 �m2 and in

general several-fold higher than those of packed columns with sim-
ilar separation efficiency [6]. For polymeric monoliths, on the other
hand, the value of the permeability may vary broadly depending on
different formulations for synthesis [16]. Absolute permeabilities of
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Fig. 1. An SEM image of the BIA Separations CIM disk monolith.

.004–0.01 �m2 have been reported for the commercial CIMTM disk
onoliths [18,27,31].
The most common measure of separation efficiency is peak

roadening, or the height equivalent to a theoretical plate (HETP),
hich is considered to be the combined result of axial or lat-

ral molecular diffusion in the mobile phase, dispersion due
o flow patterns, and solute transport-adsorption phenomena
t the solid–liquid interface [32–35]. Studies on silica mono-
iths reveal HETP curves flatter than those for packed particles
36–38], suggesting comparatively lower mass transfer resistance
nd indicating that the band-spreading is dominated by axial
iffusion–dispersion at low to moderate flow rates [39–41]. Steeper
ETP curves at high flow rates are observed when high molecular
eight compounds are employed, however, possibly due to slower
ass transfer kinetics in the mesopores [38]. Studies on polymeric
onoliths are comparatively fewer, but the diminished role of mass

ransfer appears evident from studies with methacrylic CIM disks
here the HETP value is observed to be virtually independent of
obile phase velocity, indicating that peak broadening is mainly

ue to axial dispersion and extra-column effects [7,21,42–44].
These studies have been successful in experimentally charac-

erizing and comparing the performance of monolithic materials.
owever, bridging the gap between correlations that correspond

o the macroscopic behavior and the underlying flow and mass
ransfer phenomena requires theoretically correct representations
f the systems studied, often at the microscopic scale [35,45–47].
or example, while the Darcy equation (Eq. (1)) is an adequate
epresentation of the pressure drop behavior, attempts to relate
ermeabilities to structural parameters such as porosity or an esti-
ated equivalent particle size are not always satisfactory [27,48],

s they are often based on correlations like the Kozeny–Carman
quation, which were originally derived for packed beds. Likewise,
espite strong indications of the considerable role of mechanical
ispersion in the overall HETP of monoliths, the axial dispersion is
enerally lumped into a single dispersion coefficient, again based
n an equivalent particle size.

Therefore, a more rigorous mechanistic analysis of the complex
nteraction of the flow field with the monolith geometry should
nclude some description of the actual pore structure, and previous
esearch to this end varies with respect to the level of resolution
f the topography. For example, Meyers and Liapis extended their
ore network modeling efforts to the silica monolith geometry
y reducing it to a cubic lattice network of pores [49,50]. Miyabe

nd coworkers applied their general rate model theory to silica
onoliths using a simplified representative geometry with a unit

keleton [41,51] to obtain exact expressions for the plate height
nd coupled their results to experimental moment profiles to esti-
1218 (2011) 3466–3475 3467

mate the remaining unknown parameters. Desmet and coworkers
[48,52–54] implemented a similar approach, by generating a sim-
plified three-dimensional model that mimics the silica monolith
skeleton through replication of a symmetric tetrahedral cell, and
computing the flow and dispersion characteristics for this geom-
etry. Differences between the calculated results for the simplified
structure and the experimentally observed behavior of silica mono-
liths were attributed to the heterogeneity of real systems, which is
not captured by uniform geometry of the model [48,54].

In contrast to these studies, where the geometry is reduced
to a representative structure, methods in which the structure is
represented at its smallest descriptive level with no adjustable
parameters have been gaining traction, thanks to advances in both
imaging methods and the capabilities of computational hardware
and software. The power of this approach has previously been
demonstrated for simulation of packed beds of spheres where, in
addition to obtaining results that correctly reproduced experimen-
tal behavior, it has been possible to implement very detailed studies
of the underlying transport phenomena, such as extracting the
directional components of dispersion, elucidating the influence of
structural parameters like packing order and homogeneity, defects,
column walls and duct shape, and analysis of the time and length
scales involved in flow and dispersion [55–69]. Recently Hlushkou
et al. have demonstrated this methodology for silica monoliths,
implementing a complete pore-scale solution of the velocity dis-
tribution to obtain the flow characteristics [70] and in turn the
dispersion behavior [71] from a reconstructed sample of silica
monolith. Their flow results show excellent agreement with experi-
mental permeability data, whereas the dispersion simulations yield
lower plate heights compared to experimental column behavior,
which the authors attribute to the absence of wall effects [71].

As mentioned previously, polymeric monoliths exhibit a
broader size distribution and much greater heterogeneity than sil-
ica monoliths. Hence a pore scale solution of the flow field and
dispersion based on a direct representation of the stationary phase
is not only useful in achieving a greater depth of analysis, but also
somewhat inevitable due to the inherent difficulty of introducing a
reduced geometry that is able to mimic the topography of the real
system. In this study we analyze the flow behavior in a commer-
cial polymeric monolith, the CIMTM (convective interaction media)
disk from BIA Separations, by implementing a direct numerical sim-
ulation of flow in a three-dimensional (3D) sample reconstructed
from high resolution scanning electron microscopy (SEM) images
of serial sections. To our knowledge, this is the first time the explicit
flow-field analysis of polymeric monoliths has been implemented
in this manner. The velocity map for the CIM monolith was obtained
using lattice-Boltzmann (LB) methodology [72–74]. This class of
methods is well suited for simulations of flow in irregular geome-
tries at low Reynolds numbers. It has previously been used to obtain
flow fields in complex pore structures of diverse materials such as
sandstone [75], a silicon carbide matrix [76] and asphalt [77]. LB
simulations of sphere packs have been used to model flow and dis-
persion in non-porous [57–63,67–69] and porous [64,65] beads,
and the results have been shown to be in good agreement with
experimental velocity fields observed using NMR velocimetry [78].

2. Methods

2.1. Scanning electron microscopy imaging

Structural data were acquired by backscatter SEM, which uses

sample preparation procedures almost identical to those for trans-
mission electron microscopy (TEM). Therefore standard protocols
[79] for preparation of biological specimens for TEM imaging
were followed in preparing the monolith samples. About 1–2 mm



3 togr. A

t
S
e
0
s
g
d
i
s
i
A
w

s
p
[

2

I
s
e
b

i
i
d
t
i
v
b
o
a

s
s
d
fi
g
l
w

s
a
t
u
t
i
i
a

2

t
g
c
a
t
t
l
b
a
o
t

468 H. Koku et al. / J. Chroma

hick pieces of a CIM DEAE anion-exchanger monolith disk (BIA
eparations, batch number 05-GE01-012-001B) were allowed to
quilibrate with 5 g/L �-lactalbumin (Sigma, purity ≥ 85%, lot no.
35K7005) in a 20 mM, pH 8.0 phosphate buffer solution. The
amples were chemically fixed by 1% paraformaldehyde and 1%
lutaraldehyde in 50 mM phosphate buffer solution, rinsed in
eionized water and post-fixed in 1% osmium tetroxide in deion-

zed water. Samples were then rinsed and dehydrated in a graded
eries of glass-distilled acetone, infiltrated with Embed 812, poured
nto molds and cured in an oven thermostated at 65 ◦C for 3 days.
ll chemicals used for fixing, staining and embedding the samples
ere purchased from Electron Microscopy Sciences.

Automated serial-sectioning and backscatter imaging of the
amples were performed by Gatan Instruments, Inc., in a variable-
ressure field emission SEM equipped with a Gatan 3-View system
80]. A total of 281 serial sections, each 50 nm thick, were obtained.

.2. Image processing

All image processing was carried out using Matlab (Mathworks,
nc) and NIH ImageJ software. The backscatter image data were
moothed by anisotropic diffusion [81] to filter out noise and to
nhance edge definition (Fig. 2b), then binarized (converted to
lack and white, Fig. 2c) by automated Otsu thresholding [82].

The LB method used in this work utilizes a cubic grid with
sotropic voxels, whereas due to the nature of the sectioning-
maging procedure, our original data set had unequal voxel
imensions of 18.5 nm per pixel for the face and 50 nm for the
hickness of each section. Using grey-scale value interpolation,
ntermediate slices were synthesized in order to achieve isotropic
oxel dimensions of 18.5 nm in all three dimensions. This was done
y calculating the positions of the slices to be synthesized, and
btaining them by linear interpolation between the closest sections
bove and below.

The flow simulations employ periodic boundary conditions, but
ince features at one end of the block are very unlikely to fuse
moothly to the topography at the other end, this procedure intro-
uces jump discontinuities with concomitant distortion of the flow
eld calculations at edges. For this reason, a final alteration to the
eometry that was implemented to ensure continuity in the simu-
ations was a mirroring algorithm, in which the ends of the block

ere treated as symmetry faces to ‘reflect’ the features.
The porosity and pore size distribution (PSD) of the recon-

tructed block were calculated by image analysis, through
pplication of concepts in mathematical morphology [83]. Briefly,
he image was subjected to successive erosion and dilation steps
sing a ‘structuring element’ or probe of a selected size. The frac-
ion of void pixels, that is, the apparent porosity of the resulting
mage, corresponds to the point for the same probe size on an
nverse cumulative PSD curve. Specific details of the procedure are
vailable elsewhere [84,85].

.3. Flow simulation

The LB simulation is based on a lattice representation of
he discrete-velocity Boltzmann transport equation. The monolith
eometry was mapped to the lattice by assigning lattice nodes at the
enter of each image voxel. In this spatial lattice, fluid velocity is also
discretized quantity, defined as a preset number of velocity vec-

ors in different directions. The number of these vectors depends on
he specific two- or three-dimensional LB model adopted, and their
ength and direction correspond to the distance and orientation

etween neighboring lattice nodes. Each fluid node has an associ-
ted set of mass distribution functions fi, and it is the interaction
f these functions among the nodes and along the velocity vec-
ors, together with a collision model within each node, that forms
1218 (2011) 3466–3475

the basis of the flow. Specifically, local densities and momenta are
defined for each node through the mass distribution function

� =
q∑

i=1

fi, i = 1, . . . , q

�v =
q∑

i=1

fiei, i = 1, . . . , q

(2)

Here, � is the local fluid density, �v is the local momentum and q
is the total number of velocity vectors associated with the lattice
model. ei and fi are the unit velocity vectors and the distribution
functions, respectively (the mapping of these lattice quantities to
physical units is described below).

The local mass and momentum are updated iteratively through
the mass distribution functions by a combination of inter-node
streaming and relaxation to the Maxwell–Boltzmann equilibrium
within each node:

fi(r + ei, t + 1) = fi(r, t) − 1
ω

[fi(r, t) − f eq
i

(�, v)]

+F(r) · ei, i = 1, . . . , q (3)

Here the position vector r indicates the lattice node, so the term on
the left-hand side is the mass distribution function of the node that
neighbors the node denoted by the first term on the right-hand side
of the equation, along the direction of the individual velocity vector
ei, at the updating time. The second term on the right-hand side
accounts for collision between fictitious lattice particles, with ω as
the relaxation time and f eq

i
as the equilibrium distribution function;

this is known as the Bhatnagar–Gross–Krook (BGK) approximation
to the collision operator. The equilibrium distribution function is
given by:

f eq
i

(�, v) = �[Ai + Biei · v + Ci(ei · v)2 + Div.v], i = 1, . . . , q (4)

The coefficients in Eq. (4) are chosen so as to recover the
Navier–Stokes equation in the low Mach number limit [86] and
their values depend on the lattice model selected. The last term in
Eq. (3) corresponds to an arbitrary body force that is imposed at
every iteration.

Solid boundaries have to be dealt with separately, since the mass
distribution functions from the solid nodes to the fluid are unde-
fined. Typically, the unknown distribution functions are obtained
by substituting the fluid fi values in the opposite direction (i.e.,
heading to the solid node) into the unknown ones:

fi(r + ei, t + 1) = fj(r + ei, t + 1), where ej = −ei (5)

This treatment is referred to as the bounce-back boundary condi-
tion.

In this work, the lattice model used was d3q19, which indicates
a cubic lattice in three dimensions with 19 velocity vectors (i.e.
q = 19 in Eqs. (3)–(5)). In this model, the lattice kinematic viscosity
and equation of state are defined as � = (2ω − 1)/6 and p = c2�, where
p is the lattice pressure and c2 = 1/3 is the square of the lattice sound
speed.

Lattice quantities are mapped to physical units through the
appropriate discretization parameters. The spatial discretization
parameter �x is the physical distance corresponding to the node
spacing, i.e., unit distance on the lattice. The temporal discretization
parameter �t is the physical time step corresponding to one itera-
tion of Eq. (3). �m is the physical mass corresponding to unit mass
on the lattice. For example, the physical velocity u corresponding

to a given lattice velocity is u = v·�x/�t.

In the present work, we set �x equal to 18.5 nm, the sample
voxel dimension, and the relaxation parameter ω = 1, and hence
� = 1/6. The values of �t and �m follow as 5.70 × 10−11 s and
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ig. 2. (a) A raw section obtained by backscatter SEM. The frame at top right indica
bottom) application of the noise filter. (c) Final image after binarization by Otsu th

.33 × 10−21 kg, respectively, by assuming the fluid to be water with
kinematic viscosity of 1.0 × 10−6 m2/s = � (�x)2/�t.

Initial conditions for the flow simulation were unit density and
ero velocity everywhere on the lattice. A body force was used
o drive the flow [57,87]. The forcing vector, F, was taken as uni-
orm over the lattice, with zero components in the transverse (x, y)
irections and a positive component in the axial (z) direction. Peri-
dic boundary conditions were imposed on the external boundaries
f the rectangular flow domain in all three dimensions, as men-
ioned in Section 2.2 and illustrated in Section 3.1. The uniformly
mposed forcing term has an effect that is equivalent to a uniform
ressure gradient in the axial direction. Using the present lattice
odel, ∂p/∂z = 10 Fz �m/((�x)2(�t)2), where Fz is the non-zero

xial component of the forcing vector.
The lattice Boltzmann iteration (3)–(5) solves the pseudo-

ransient problem towards a steady-state solution. The iteration is
onsidered to have converged when the relative change in mean
ore velocity ū = uavg

z , given later by equation (6), is small, i.e.,

ūt+10 − ūt) < 10−4 (ūt+10 + ūt)/2, where ūt+10 denotes the mean
elocity at iteration number t + 10.

The flow simulation was implemented in Fortran 77 for a
istributed-memory computer architecture, using the MPI com-
gion that is magnified. (b) Detail of the framed region in (a), before (top) and after
lding.

munication library [88]. The simulations were run on a Cray XT3
system located at the U.S. Army Engineer Research and Develop-
ment Center in Vicksburg, MS. A typical simulation used 2048 AMD
Opteron (2.6 GHz) processor cores and required approximately ten
thousand iterations and four hours (wall time) for convergence.

3. Results and discussion

3.1. Sample structure

A stack of 281 sections was obtained by automated serial sec-
tioning, with a thickness of 50 nm per section. The resulting stack
had dimensions of 17.8 �m × 17.8 �m (962 × 962 voxels) along the
face of a section and 14.1 �m as the total thickness. One section
(number 149) showed significant folding damage and was replaced
by one obtained by interpolation of the sections immediately above
and below. Fig. 3 displays a 3D rendering of the reconstructed
block, which does not seem to have apparent bias in any direc-

tion; thus the choice of the flow direction was arbitrary, implying an
assumption of isotropy that is also supported by experimental bulk
characterization of these materials [8,89,90]. The direction along
the thickness of the individual sections was designated as the flow
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Fig. 4. (a) Illustration of the mirroring procedure in two dimensions. The framed
picture is an original section. Black regions designate the solid material; white
regions are void. (b) Dimensions of the final mirrored geometry. The light-colored
box illustrates the dimensions of the original sample block.
ig. 3. A rendering of the reconstructed monolith structure before mirroring (the
raw’ structure). Black indicates solid.

irection in simulations (via application of the pressure gradient),
hus becoming the axial dimension, z. Accordingly, the remaining
irections along the faces of the individual sections became the

ateral dimensions in the flow simulation, designated x and y. This
lock is referred to as the ‘raw’ structure henceforth.

Because of the mirroring procedure that was applied to the
aw geometry, the final structure used in the simulations, des-
gnated the mirrored geometry henceforth, had dimensions of
5.6 �m × 35.6 �m × 27.9 �m (1922 × 1922 × 1510 voxels) with a
niform voxel length of 18.5 nm. Fig. 4 displays the first section of
he block mirrored in two dimensions and depicts the size of the
nal three-dimensional mirrored geometry used for the simula-
ions.

.2. Porosity and pore size distribution (PSD)

The global porosity of the mirrored structure was estimated
rom image analysis to be 0.57, which is close to the experimental
alue of 0.55 from non-retained pulse data of small molecules [18].
imilarly, the PSD of the raw sample block obtained from image
nalysis matched previously reported trends in studies where a
imilar methodology was implemented for the same type of mate-
ial [18,19]. On the other hand, the PSD acquired in this manner does
ot match results from mercury intrusion porosimety, as has been
oted previously [18,19]. As discussed in detail elsewhere [18], the
iscrepancy could be due to limitations of the mercury intrusion
rocess, or inadequate sampling of the monolith in PSD determi-
ation by image processing, although the observation of similar
SD characteristics for the CIM monolith in two unrelated studies
sing two different image processing methods suggests that the
istinction is reproducible and not merely a sampling issue.

It is of interest to determine the effect, if any, of the mirroring
rocedure on the pore size distribution, which is one measure of the
icrostructure that should be reproduced. Intuitively, these two

istributions would be expected to be identical since the mirrored
tructure is simply a replication of the raw block. However, this
rgument assumes that the formation of new topographical fea-
ures at the central regions, brought about by the mirroring process,
as no impact on the overall PSD.

The assumption was tested by comparison of the two-
imensional PSDs of the mirrored and raw structures using isolated
egions in sample sets of 15 sections selected to span the entire
ength of each block (Fig. 5a). It can be seen in Fig. 5b that the PSD
f the mirrored structure is very similar to that of the raw structure,

s expected. The average pore sizes show a very slight difference:
.27 �m for the raw structure vs. 1.31 �m for the mirrored one.
n the other hand, when the region encompassing the intersection
f the mirroring axes (Region III in Fig. 5a) is isolated and analyzed
separately, its PSD does seem to exhibit significant distortion, espe-
cially towards the higher end of pore size (Fig. 5c), even though its
average pore size of 1.33 �m is still close to that of the raw structure.
One possible explanation is that pores that have one or more of the
symmetry axes as an edge fuse with their mirrored counterparts
across the symmetry axes, generating larger pores at the expense
of the original pore sizes. For instance, close examination of Fig. 5c
reveals that compared to the raw section, the fraction of pores with
sizes between 0.75 and 1.25 �m is significantly lower, whereas the
fraction of pores sized approximately 2.0 �m marks a sharp peak
that is absent in the raw section PSDs. Based on the explanation
above, this could be interpreted as resulting from fusion of pores
of approximately 1.0 �m diameter with their mirror images. Such
behavior is not observed at lower pore sizes, where the mirrored
and raw PSDs overlap, presumably because smaller pores are more
likely to be completely buried within solid regions rather than being
exposed on a symmetry axis. Regardless of the underlying cause,
it is possible that this apparent distortion of the PSD in the central

region affects the flow field, as is discussed in the corresponding
sections.
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Fig. 5. (a) Regions utilized in PSD comparison of raw and mirrored structures. Region I is the raw section and corresponds to the bottom-left quadrant of the mirrored section.
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egion II corresponds to the entire mirrored section, while Region III is a raw-secti
f the raw section image PSD (region I, triangles) to the averaged mirrored section
nit integral. (c) Comparison of the raw section image PSD (region I, triangles) to th

.3. Flow field

.3.1. Average velocity and permeability
In the base case of our simulations, the flow of water was mod-

led through the mirrored structure driven by a preset pressure
rop of 1.59 kPa along the z-direction. This corresponds to a pres-
ure drop for a whole CIM disk (12 mm diameter, 3 mm thickness) of
.17 MPa, which is well within the recommended operating range
or these stationary phases (<5 MPa).

The average axial pore velocity was calculated as the mean of the
-components (uz) of pore velocities over the entire pore volume,

avg
z =

∑Nv
i=1(uz)i

NV
(6)

ere i = 1. . .NV indexes the array of void (pore) voxels through-
ut the volume, where NV is the total number of void voxels in
he structure. The average velocity calculated in this manner was
.00195 m/s.

The permeability, as defined by Eq. (1), was calculated as
.95 × 10−14 m2. This is within the range of experimental values
f 0.63 × 10−14 [18], 1.1 × 10−14 m2 [27] and 3.0 × 10−14 m2 [8]
eported in studies using CIM disks. These significantly different
alues suggest physical variability of material properties from one

olymer disk to another and it is conceivable that the isolated struc-
ure of the specific sample block used for the simulations could
xhibit a permeability value lower or higher than the global aver-
ge.
ed image centered on the symmetry point of the mirrored section. (b) Comparison
e PSD (region II, circles). Frequencies have been normalized to form PSD curves of
tral image PSD (region III, squares).

The Reynolds number,

Re = uavg
z · de

v
(7)

is a convenient indicator of the flow regime. Here � is the kinematic
viscosity and de the characteristic length, or equivalent particle
diameter. Specification of the equivalent diameter is not an easy
task since the irregular structure of the polymer monoliths does not
yield an obvious length scale based on simple geometric consider-
ations. For this reason, the approach proposed by Leinweber et al.
[29] has been adopted, where the equivalent diameter is defined
as a hydraulic length related to the permeability, �. By using the
permeability relation in the Kozeny–Carman equation relative to
Eq. (1), the characteristic length becomes

de =
√

150 · (1 − ε)2

ε3
· � (8)

where ε is the porosity of the monolith. For the porosity and per-
meability values reported above, the characteristic length for the
monolith sample in this study is thus calculated as 1.9 �m, and the
global Reynolds number for the average velocity is then 0.0037. The

maximum axial velocity among all sections is 0.0225 m/s, which
gives a Reynolds number of 0.057. Thus even taking into account
the highest velocities, creeping flow can be assumed at all pore
locations.
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It is also worth noting from Fig. 10 that the high-velocity clus-
ters are not confined to the central region, where the effects of
mirroring on the pore size distribution are the most significant,
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ig. 6. Normalized histogram of the axial velocities of the calculated flow field. Inset
isplays the lower tail of the distribution on an expanded scale for clarity.

.3.2. Velocity distribution
The axial velocity distribution function is simply a histogram of

he z-velocity values, scaled by the average and normalized to yield
n integral of unity, i.e.,

z

(
uz

uavg
z

)
= Gz(uz/uavg

z )∫ ∞
−∞ Gz(uz/uavg

z ) · d(uz/uavg
z )

(9)

here G and g designate the frequency distribution before and after
ormalization, respectively. Distributions for the lateral velocities
i.e. gx and gy) were obtained by applying the same procedure to
he respective velocity component for all pore voxels.

The axial velocity distribution function is shown in Fig. 6, where
he inset displays the lower velocities on an expanded scale. The
istribution ranges from a negative lower limit with magnitude of
bout 1.0 uavg

z and extends to a maximum of 11.5 uavg
z , that is, from

0.00195 m/s to 0.0225 m/s. A detailed discussion of the negative
elocities is deferred to the next section but it is clear from the inset
hat they are significant both in magnitude and frequency.

Overall, the axial velocity distribution function exhibits a sharp,
arrow peak near zero and a rapidly decaying tail, which suggests
hat the volumetric flow is not distributed evenly throughout the
olume, most of it being carried by the higher velocity elements
hat form a relatively small fraction of the total pore voxels. This
kewed behavior is quantitatively illustrated in Fig. 7, where two
umulative functions are displayed as a function of the normalized
elocities: the fraction of pore voxels that comprise velocities of
he corresponding abscissa value or lower, and the fraction of the
ntegral that these voxels constitute in the calculation of the first

oment (i.e., the average velocity). For example, it can be seen from
he graph that about two-thirds of all velocities are less than or
qual to the average (the continuous curve), yet these account for
nly 20% of the first moment integral (the dashed curve).

The lateral velocities, on the other hand, display no such skew
nd are completely symmetric around zero as illustrated in Fig. 8 for
he x-component. The y-component histogram, not shown here, is
lmost identical to that in Fig. 8, similar to what has been observed
y Hlushkou et al. [70] for silica monoliths.

.3.3. Localization of point velocities
While the histograms displayed above provide insight into the

uantitative global features of the flow field, they do not convey

he important details of the interaction of flow and geometry. To
his end, localized magnitude plots of the velocities within regions
f interest are helpful in visualizing the flow, and in particular the
lustering of the high and low magnitude velocities with respect
Fig. 7. Cumulative plots of the fraction of pore voxels and the average velocity as a
function of scaled axial velocity.

to the geometry. Fig. 9a displays the normalized axial velocity
field for section 250 (at z = 9.6 �m), color-coded with respect to
magnitude and overlaid on top of the two-dimensional solid geom-
etry (in black), while Fig. 9b shows a height-map of the same
section.

These images confirm that throughout the section there exist
hot-spots of 5–6 times the average velocity, surrounded by low-
velocity regions. This trend is observed in virtually all of the other
sections as well, which raises the question of whether these high-
velocity clusters are connected, i.e., if they are effectively part of
preferential flow paths. To assess this possibility, it is useful to
examine the full three-dimensional map of the magnitude of the
total velocity, which allows visualization of both axial and lateral
channels of significance. Fig. 10 shows such a plot for a selected
portion of the sample block, specifically between z-positions 3.7
and 5.5 �m. The plot shows that the high intensity velocities clus-
ter in three dimensions and extend significantly along the axial
direction. Analysis of longer z-distances indicates that these high-
velocity regions are interconnected to span the entire length of the
sample block.
-6 -4 -2 6420

 u
x
/u

z
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Fig. 8. Normalized histogram of the scaled x-velocities of the flow field.
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Fig. 9. (a) Color map of axial velocity in one entire section (i.e., xy plane) of the block.
uz is normalized by the average axial velocity. The solid geometry is shown in black.
(b) Height map of normalized axial velocities in the same section. The X and Y values
are position values in pixels.

Fig. 10. Plot of u (total velocity) values in a 3D segment of the flow field, from z = 3.7
to 5.5 �m (sections 200–300). The values are coded by a combined gradient of color
and transparency, with the velocities displayed as opaque green at their highest, a
translucent mixture of green and blue at mid-range, and completely transparent,
therefore invisible at solid voxels where the total vector is zero. (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 11. Two-dimensional vector plot of y-and z-velocities in a region with signif-
icant negative uz values (sections 480–560, z = 8.8–10.4 �m). The x-components of
the flow are perpendicular to the depicted plane and their magnitudes are color-

coded. The solid (i.e. pore walls) is shown in black. The arrow size represents the
relative magnitudes of uz and uy but the color of the arrows is not related to the
color map. Position (Y and Z) values indicate pixels.

as mentioned previously. The preferential flow appears to be ran-
domly distributed throughout the geometry.

The negative axial velocities, mentioned previously, have mag-
nitudes up to uavg

z and a frequency of almost 10 percent of all
velocities (see inset of Fig. 7), so these are quite significant and
not computational artifacts. Occurrences of counter-current flow
components in the laminar regime of complex porous media are
experimentally well documented [47,91,92] and predicted by sim-
ulations [62,66,70].

To investigate the nature of the negative uz components of the
flow field obtained in this study, the region with the strongest neg-
ative velocities was isolated. Fig. 11 shows vector plots of the y-
and z- components of the local velocities in a yz cross-section of this
region. In this figure, the axial dimension z is depicted as the vertical
axis per the convention in previous figures, and y as the horizon-
tal. The components in the third dimension x are perpendicular to
the page and their magnitudes are color-coded. It is apparent from
this figure that the geometry in this region consists of a pore that
is mainly horizontal (i.e., extends perpendicular to the flow direc-
tion), with a slight vertical slope. The flow field simply conforms to
this topography, as a primarily lateral flow with a small but distinct
vertical component in the direction of decreasing z, hence exhibit-
ing the negative axial velocities. Thus in this case at least, complex
transition phenomena such as stationary eddies and short-range
recirculation can be ruled out, as would be expected in creeping
flow.

3.3.4. Comparison with flow fields in other geometries
It is useful to compare the computed velocity distribution

for the CIM monolith with other examples of flow in porous
media in the literature, in particular to shed light on the appar-
ent imbalance in the distribution of flow. Such biased velocity
fields have been observed in simulations of sphere packs, specif-
ically in ordered packs or random-pack arrays with artificially
placed defects [59,62,63]. In such geometries, slow zones dom-
inate throughout, forming the narrow peak of the distribution,
whereas faster regions occur with much lower frequency but carry
the bulk of the flow. Fig. 12 displays a comparison of the CIM mono-
lith flow field obtained in this study with distributions in three
other structures: a BCC (body-centered cubic) ordered sphere pack
[62], a defective random sphere pack where sphere clusters were

extracted to generate a continuous wide-pore channel spanning the
entire flow length [63] and a regular random sphere pack [62]. It
can be seen that the CIM flow field resembles the BCC pack and
the defective random pack distributions closely in shape, all of
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hem displaying a sharp, narrow peak near zero velocity, due to
eterogeneity in their corresponding flow fields.

The flow field in a CapRod silica monolith sample, obtained
ecently by Hlushkou et al. [70], provides another excellent case
or comparison. Fig. 13 displays the two distributions. To compare
he two distributions on an equal basis, the velocities for the silica

onolith were scaled by the superficial velocity and porosity val-
es of 0.0032 m/s and 0.7, respectively, while the frequency values
ere normalized by the total integral as indicated by Eq. (9). It can

e observed that the silica sample has a wider, lower peak around
ero and comparatively fewer negative velocities. It is possible that
he relatively regular geometry of the silica monoliths, where the
ow-through pores have a much narrower distribution, combined
ith the larger porosity (0.7 as opposed to 0.55 for the polymer
onolith), results in a more evenly distributed flow field com-
ared to the heterogeneous polymeric monolith structure with a
road distribution of pores that can accommodate varying degrees
f convective flow.
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4. Conclusions

We have calculated the velocity distribution for a sample block
of a polymeric monolith using LB methods. The calculated perme-
ability value is within the range of reported experimental values,
which is a satisfactory result, considering the heterogeneity of these
materials. The flow field is skewed towards lower velocities, and
shows evidence of uneven distribution of local flow.

Assuming that the flow field obtained here is an accurate
representation of actual monolith behavior, these results can be
interpreted for qualitative insight on mass transfer performance as
well. In particular, complex behavior due to competing influences
may be expected. On the one hand, the absence of an intraparticle
diffusional resistance will reduce diffusive limitations encountered
in beds of porous particles, but on the other hand, the exten-
sive heterogeneity of flow due to the influence of factors such
as the presence of preferential flow paths, lateral and counter-
current displacement and stagnant zones will increase dispersion.
For instance, as mentioned previously, the histogram of the local
velocities in this study bears a significant resemblance to that of
a defective sphere pack with a wide channel. Dispersion simula-
tions [59] have shown that such defects give rise to fast flow paths
and correspondingly re-define the length and time scales for dis-
persion. This in turn induces non-asymptotic dispersion behavior
due to the increased time needed for solutes to laterally sample
the preferential flow path(s), which are sparse and control the flow
[59]. Similar effects have been reported for simulations of sphere
packs with varying levels of non-uniformity, where local, micro-
scopic packing disorders have been shown to influence dispersion
behavior significantly [67].

Since we have solved the flow equations for a direct recon-
struction of a physical sample without introduction of adjustable
or estimated parameters, whether these results accurately reflect
actual detailed flow behavior depends mostly on how representa-
tive the sample is of an entire monolith disk. Wall effects, which
have been shown to cause significant distortion in the velocity
field and dispersion in packed beds [59,68,93] as well as in silica
monoliths [71,94], have been neglected in this study. The com-
puted velocity distribution should thus be representative of the
monolith core and the remaining issue then is whether the size
of the sample is large enough to capture all macroscopic phenom-
ena that occur in this region. In the absence of complete velocity
fields obtained through direct imaging, this is difficult to ascertain.
However, the developed method is sufficiently robust to extend and
expand to larger sample sizes or to additional samples to confirm
reproducibility.
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